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1. Introduction 
Having accurate land use land cover (LULC) maps is critical to monitor environmental changes 

and hazards such as floods and droughts. As such, efficient evaluation of related factors significantly 
relies on correct research of LULC maps. Variations in different land features, such as urbanization and 
deforestation, geomorphological changes, monitoring water quality, managing groundwater resources, 
effects of human activities and land monitoring are all significantly affected by environmental changes 
in which LULC maps can be used effectively to address the goals of each evaluation. Creating thematic 
LULC maps and analyzing changes over time is helpful in analyzing and extracting meaningful 
information from satellite imagery. However, for accurate LULC maps, huge amounts and accurate 
data are needed, which also has an  impact on the storage and processing capacities and in choosing 
different classification methods. Because of this, quantitative statistics and visual interpretation of 
traditional classifications will not give the required accuracy. However, technological innovations and 
creating user-friendly satellite image classification methods and machine learning algorithms through 
utilizing aeronautical reconnaissance coverage geographic information system (ArcGIS) and Google 
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Abstract: For efficient sustainable management and monitoring landscape 
changes over times, reliable land use land cover (LULC) mapping using the 
most accurate classification algorithms is required. Increasing innovative clas-
sification algorithms and satellite data demands finding the most suitable 
classifier to create accurate maps of different features efficiently. The chal-
lenge addressed in this study is to identify the most accurate algorithm for 
classifying and generating reliable LULC. The objective of this research was 
to identify the best classification among several algorithms both overall and 
in each individual class by using ArcGIS Pro and Google Earth Engine with 
Landsat 8 and Sentinel-2 datasets for Ranya city as the study area. Support 
vector machine (SVM), maximum likelihood, random tree, classification and 
regression tree, K-Nearest Neighbor and iterative self organizing cluster al-
gorithms were used to classify the satellite image of the study area. The kappa 
coefficient matrix was used to assess the performance of each classifier and 
method. The study showed that the random tree algorithm achieved highest 
overall accuracy using Sentinel-2 with 83%. Meanwhile, when the specific 
class accuracy is priority, the result suggests the use of SVM algorithm using 
Sentinel-2 for building footprint extraction with 92% accuracy. The result also 
showed that the outcomes of most algorithms were better using Sentinel-2 
rather than Landsat 8, making Sentinel-2 more suitable for accurate LULC 
mapping. The outcomes of the research assessed different classification algo-
risms to find the best algorithms and methods that can be used to generate 
accurate and efficient LULC maps. 
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Earth Engine (GEE) significantly helped researchers to extract meaningful information from satellite 
imagery more accurately and efficiently, because there is no need for coding expertise to use these 
platforms, which is helpful for a wider range of users to create LULC maps more easily [1-4].  

The output of satellite image classification provides valuable information to evaluate changes in 
the Earth's surface, variation in land features, environmental assessment, and resource management. 
Researchers, decision-makers, and environmental management organizations can gain a comprehen-
sive understanding of various land cover types, their spatial distribution, and changes over time 
through processing and extracting meaningful information from satellite imagery [5, 6]. 

With the use ofgeographic information system platforms, or GEE, we can now easily use various 
machine learning algorithms to classify different LULC features and get a deeper understanding of 
spatial and temporal analysis. ArcGIS Pro hasa user friendly interface making it easier for users with 
limited coding experience and can also be used offline. However, processing larger datasets requires 
significant computing capabilities. Using various classification algorithms for satellite imagery in-
creases the reliability of classification processes. Each algorithmuses unique approaches, allowing the 
complementary power and capabilities offering the researchers the ability to assess the performance of 
LULC classification outputs and enhance the overall accuracy of LULC maps. Meanwhile, Google Earth 
Engine is a non-commercial cloud-based platformthat does not need to download a large amount of 
satellite imagery and which provides access to vast computing power and allows for processing large 
datasets efficiently. The main key of GEE is that it has access to pre-processed satellite imagery available 
for analysis. The limitation of GEE is that it requires the users to have coding knowledge and lacks 
auser friendly interface compared to ArcGIS Pro;  it also needs internet access for most functionalities. 
Satellite imagery like Sentinel collection and Landsat series and multiple free available dataset sources 
can be used in GEE, which help users to process large amounts of data faster and easier [7-9]. 

Recently, more studies have beenfocused on different image classification techniques such as sup-
port vector machine (SVM), maximum likelihood (ML), random forest (RT), classification and regres-
sion tree (CART), K-Nearest Neighbor (KNN) and iterative self organizing (ISO) cluster algorithm. A 
large number of studies used different technique of classification for their research, having different 
levels of accuracy results. However, limited studies have compared new LULC classification algorithms 
using different satellite and platforms, particularly regarding individual class [9, 10]. Previous studies 
showed that SVM [1, 11, 12], RT [10, 13], and ML [14] had better overall performance among other 
classifiers. Meanwhile, demanding more accurate LULC maps from satellite imagery is growing, espe-
cially using user friendly and easier platforms such as GIS and GEE. Assessing the accuracy of different 
classifiers for specific classes is thus more critical using different imagery, platforms and algorithms [1].  

The objective of this research was to compare and evaluate various techniques performance for 
classifying LULC using Landsat 8 andSentinel-2 satellite imagery with 30 m, 10 m resolutions, respec-
tively, with ArcGIS Pro and GEE platforms, as well as finding the best classifier based on overall accu-
racy and specifically for each class. The output of the research will be helpful for researchers to use the 
most efficient and effective classification algorithm for future use of satellite remote sensing imagery. 

2. Materials and Methods 
2.1.  Study Area 
This study focuses on Ranya city, in Sulaymaniyah governorate in the Kurdistan region of Iraq. 

Ranya city has a total size of 27.2 km2 and is located in the north of Sulaymaniyah with 123 km 
farfromErbil, the capital of the Kurdistan region. Ranya is one of the largest citiesin the Sulaymaniyah 
Governorate and situated at 36° 15' 14" north and 44° 52' 56" east as shown in figure 1. Ranya is sur-
rounded by mountainsand is also known for its agricultural products, having a huge area of crop lands. 
The built-up areas radically increase from the city center in all directions, and there have recently been 
noticeable land cover changes and replacement of farmland and bare lands by settlement areas. The 
study area has different land cover types (e.g., trees, vegetation, bare land, and built-up areas). Having 
an effective algorithm to classify each land featureaccurately for a study area such as Ranya city is 

http://doi.org/10.24017/science.2024.2.2


 
http://doi.org/10.24017/science.2024.2.2  15 
 
critical, in which the different classes in thestudy area are suitable for classification method assessments 
and meetthe objectives of our research. 

 

 
Figure 1: Study area of the research (Ranya city). 

2.2. Dataset 
Two different satellite imagery, Landsat 8 collection 2 level 2 and Sentinel-2, were used on the same 

dates (March 2023) with zero cloud cover for classification and analyzing the imagery. Landsat 8 was 
downloaded from USGS website and Sentinel-2 from the Copernicus platform. The ground points used 
for accuracy assessment for the four classes were collected from high resolution satellite imagery from 
Google Earth Pro with 30 centimeter resolution to compare it with the classified LULC maps (Table 1). 

 
Table 1: Satellite imagery used for the LULC mapping. 

 Landsat 8 Operational Land Imager (OLI) Sentinel-2 

Date 31-May-2022 31-May-2022 
Bands 1,2,3,4,5,6,7 1,2,3,4,5,8 

Resolution (m) 30 20, 10 
Website for down-

load 
USGS Earth Explorer 

https://www.usgs.gov/ 
Copernicus Open Access Hub 
https://scihub.copernicus.eu/ 
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2.3. Classification Algorithms 
The study focuses on the evaluation of the different in order to evaluate the best classifier for each 

class by comparing various classification algorithms from GIS and GEE, which are two of the most 
powerful and user friendly platforms for processing huge data and classifying satellite imagery. Based 
on the different features, the study area was classified into four distinct classes: built-up area, trees, 
bare land, and vegetation, covering all Ranya city (Table 2). The methodology workflow of the study 
illustrated in figure 2 for classifying land use land cover categories usedvarious classification algo-
rithms in ArcGIS Pro, GEE based on Landsat 8 and Sentinel-2. The Sentinel-2 and Landsat 8 imagery 
used in this study were pre-processed and corrected for geometric and radiometric calibrations. Addi-
tionally, both of the satellite imagery was visually processed to get the optimal result for classification 
using different band combination and enhancement techniques,such as manual contrast stretching in 
ArcGIS Pro. However, the processing procedure wasdifferent in GEE and suitable bands were selected 
with cloud masking. Accuracy assessment wasapplied to assess the performance of each algorithm us-
ing kappa coefficient. The resulting maps were visualized and prepared by ArcGIS Pro for analyzing,as 
shown in figure 2. 

Table 2: Land use and land cover scheme categories. 
Name of the Class  Class Description 

Built-up area Settlement area, roads, utilities, transportation, and industrial area. 

Trees Forest areas, parks. 

Bare land Open fields, rocky areas, barren land. 

Vegetation Agriculture, grass, cropland. 

 

 
Figure 2: Methodology of the research. 

Both supervised and unsupervised algorithms were used to create an LULC map for both Landsat 
8 and Sentinel-2. We used ISO Cluster, ML, SVM, KNN, and RT in ArcGIS Pro and CART classifier in 
a GEE platform: 

Random tree classifier is one of the non-parametric machine learning algorithms that creates sev-
eral independent decision trees, in which each has the power to emphasize input by sequentially creat-
ing binary judgments using unique information. The output will be determined by the prediction of 
identifying the most common class prediction across all trees. The main key of random trees is the non-
overfitting characteristics and also it provides significance ratings to each feature, by showing which 

http://doi.org/10.24017/science.2024.2.2


 
http://doi.org/10.24017/science.2024.2.2  17 
 
characteristics the categorizations are most affected. However, the training process is demanding,  es-
pecially using huge datasets.  Meanwhile, despite certain drawbacks, RT classifiers are commonly used 
for satellite image classification in many machine learning applications due to their user-friendly, effi-
ciency, and accuracy. The main two critical factors in using RT classifiers are size of the data and the 
number of generated trees in the algorithm. Recently, researchers illustrated the power of the RT algo-
rithm for land use land cover classification meeting the desired requirements. Using more trees usually 
increases the accuracy of the classification and land cover mapping; however, more trees will cost the 
computational process and is time consuming [1, 10].  

The KNN classifier is one of the unsupervisedmachine learning techniques commonly used in 
ArcGIS Pro to achivesatellite image classification and regression tasks and is flexible and easy-to-un-
derstand. The process of the supervised classifier involves dividing data into training and testing and 
identifying the k nearest data points to unclassified data points utilizing distance measured by the Eu-
clidean distance statistical formula. However, the selection of the k value and dimensionality have an 
impact on the performance of the algorithms, resulting in creating low accuracy distances; we used five 
dimensions for our case using fivebands. The value of k used in this study was set to 5, which was 
based on cross-validation tests to balance the model's robustness. Value of 5 was found to enhance 
classification accuracy, providing a more reliable performance of the model for our specific da-
taset.Moreover, KNN demands high computational costs for large datasets due to its need  of the stor-
age of the whole training data for classification [10].  

 
𝑑𝑑(𝐴𝐴,𝐵𝐵) =  �(𝐴𝐴1 − 𝐵𝐵1)2 + (𝐴𝐴2 − 𝐵𝐵2)2 + ⋯+ (𝐴𝐴𝐴𝐴 − 𝐵𝐵𝐴𝐴)2                       (1) 

 
Where A and B are the coordinates of each band (pixel values) used for classification and d is the 

Euclidean distance [15]. 
The CART algorithm  is a powerful method that uses decision trees to estimate the different features 

and classify the satellite image by dividing the data into various similar categories until it reaches the 
terminal nodes.  It’s powerful for straightforward decision-making procedures;however, the overfitting 
occurrence in small datasets is one of the limitations. The GEE platform made the classifier available to 
be used for different datasets with efficient and accurate results [1, 16].  

The SVM is a popular and accurate non-parametric supervised machine learning method that is 
usually used for classifications by selecting and defining a maximum margin between unique classes. 
The SVM was introduced in 1979  by Vapnik using the theory of statistical learning. It’s a powerful 
technique for high dimensional with minimum noise and overfitting and can distinguish patterns using 
pixel-based or object-based classification. However, the training algorithm is computationally demand-
ing for big datasets although its accuracy will increase with the increase of training data. Despite the 
complexity, SVMs are effective and accurate for anomaly detection and satellite classification and more 
accurate than other methods like neural network algorithms [1, 10]. 

The ML uses the normal distribution Byes theorem probability to classify data based on the prede-
fined categories. It’s a supervised algorithm that learns from the training data to define and identify 
new data to the class with greatest likelihood and probability using statistical models. It’s a powerful 
and effective technique especially with well-defined datasets. Moreover, its computation efficiency and 
user friendliness makes it an easy method to use in a wide range of applications. However, the ML 
faces challenges with data structures that havenon-normal distribution with unbalanced category size 
[1, 17].  

ISO cluster is an effective unsupervised classification algorithm, especially for users without in-
depth remote sensing background, based on iterative algorithms to classify pixels by spectral charac-
teristic. The algorithms automatically identify distinct features without predefined and training data, 
which makes it easy to use and beneficial for exploration of distinct features in the data. However, the 
spectral characteristics of data and amount of clusters critically affect the performance of the algorithm. 
Also the ISO cluster will face challenges with fragmented areas or classes with modest spectral differ-
ences [18]. 
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2.4. Data Processing  
ArcGIS Pro was used to classify Landsat 8 and Sentinel-2 imagery with zero cloud cover for 30 May 

2022 for Ranya city utilizing SVM, ML, KNN, ISO cluster, and RT algorithms.  Landsat 8 imagery from 
collection 2 level 2 and Sentinel-2 level-2A orthorectified atmospherically corrected surface reflectance 
were used for classification. Satellite images were prepared for the study area by clipping and creating 
reliable composite bands. For supervised classification algorisms such as SVM, ML, KNN, and RT, a 
total 570 sample points were used for each four classes for training the algorithms. However, for unsu-
pervised classification ISO cluster algorithm, 40 different classes were created based on their spectral 
similarities then the classes were reduced to four main categories manually. However, for GEE plat-
form, we used CART classifier for both surface reflectance Landsat 8 and Sentinel-2 satellite image for 
the study area with 450 sample trainings. The imagery wasselected using the boundary of the study 
area, cloud masking and filling the gaps utilizing median aggregation approach [1].  

 

 
Figure 3: Results of using LULC algorithms for the image of Sentinel-2. 

 

 
Figure 4: Results of using LULC algorithms for the image of Landsat 8. 

2.5. Accuracy Assessment  
The aim of this study was to find the best approach for classifying satellite imagery into categories 

such as built-up areas, vegetation, bare land, and trees. To find the best classifier and evaluate the per-
formance of each classification algorithm for each LULC class, we assessed the accuracy of each classi-
fication technique by collecting 100 random points equally distributed over the four classes using 
equally stratified random sampling. The testing points were evaluated by using satellite imagery of 
2022 in Google Earth Pro by comparing the LULC map of 2022 of each algorithm to the actual photo of 
2022 of Ranya. The accuracy of each classand overall performance of all algorithms were evaluated, 
which showshow much of the testing data were correctly identified using kappa coefficient matrix. 
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However, the accuracy was different, not only by choosing different algorithms, but also by location of 
the testing samples. The testing samples were used to calculate the accuracy of the classifier utilizing 
ArcGIS Pro by which high kappa accuracy percentage means the classifier is more accurate, and vice 
versa (Table 3)[19, 20, 21].  

Table 3: Kappa coefficient categorizations [22]. 

No. Kappa coefficient (KC) Categorization 

1 < 0.00 Poor (P) 

2 0.00-0.20 Slight (S) 

3 0.21-0.40 Fair (F) 

4 0.41-0.60 Good (G) 

5 0.61-0.80 Very good (V.G) 

6 >0.81 Excellent (E) 

 
The KC equation (5) and OA equation (4) in the kappa coefficient matrix illustrate that the assessment 
of the accuracy of each land use land cover classes is reliable (Table 3). These equations are the criteria 
for evaluating the accuracy and determining the kappa coefficient [23]: 
 

𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝐴𝐴𝐴𝐴𝐴𝐴 (𝑈𝑈𝐴𝐴) =  𝐶𝐶𝐶𝐶
𝑇𝑇𝐶𝐶

        (2) 
 

where CRequation (2)is represented by the proportion of rows with valid categorization. However, the 
term "TR" equation (2) is the total classified pixels in the same row. 
 

𝑃𝑃𝑈𝑈𝑃𝑃𝑑𝑑𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈’𝑈𝑈 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝐴𝐴𝐴𝐴𝐴𝐴 (𝑃𝑃𝐴𝐴) =  𝐶𝐶𝐶𝐶
𝑇𝑇𝐶𝐶

        (3) 
 

Where CC equation (3) refers to the number of correctly classified pixels in each column. Also the term 
TC equation (3) represents the accurate pixels that are classified in the column. 
 

𝑂𝑂𝑂𝑂𝑈𝑈𝑈𝑈𝐴𝐴𝑂𝑂𝑂𝑂 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝐴𝐴𝐴𝐴𝐴𝐴 (𝑂𝑂𝐴𝐴) =  𝐶𝐶𝐶𝐶
𝑇𝑇𝐶𝐶

         (4) 
 

The "CD" equation (4) parameter is the total number of correctly classified pixels diagonally. Also the 
sum of all reference points represented by the term of TP. 
 

Kappa coefficient (𝐾𝐾𝐾𝐾) =  (𝑇𝑇𝑇𝑇∗𝐶𝐶𝐶𝐶)−∑(𝑇𝑇𝐶𝐶∗𝑇𝑇𝐶𝐶)
𝑇𝑇𝑇𝑇2−∑(𝑇𝑇𝐶𝐶∗𝑇𝑇𝐶𝐶)

      (5) 

3. Results 
Based on the LULC classification using different algorithms from ArcGIS Pro and Google Earth 

Engine for Landsat 8 and Sentinel-2 imagery, we found that LULC maps created using Landsat 8 data 
have major misclassification in all classes compared to Sentinel-2 imagery. Comparing both results, 
considering the overall accuracy the outcome shows that the random tree  algorithm achieved highest 
accuracy using Sentinel-2 with 83%,as illustrated in figure 3. This illustrates RT’s ability to handle high 
dimensional data and classify complex boundaries between the different features, which   effectively 
classified general patterns within different features in the image resulting in more accurate classifica-
tion across all categories compared to other techniques. However, maximum likelihood was the best 
among the algorithms that used Landsat 8 but with only 68% (Table 4).  

Meanwhile, focusing on the specific class accuracy, Support Vector Machine using ArcGIS Pro suc-
cessfully recognized the built-up areas with more than 92% based on user’s accuracy (UA) and 100% 
for producer's accuracy (PA). In the process of classification systems evaluation, UA is the probability 
of a classified data point that truly belonging to the class, which is significant for user confidence. How-
ever, PA represents the ability of a system to accurately identify actual data of a specific class. By using 
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both UA and PA, researchers provide a comprehensive evaluation for performance of the classification 
algorithms [24]. 

 
Table 4: Land use and land cover scheme categories for Sentinel-2. 

Sentinel-2 SVM ML ISO cluster RT KNN CART 

Kappa accuracy % 0.74 0.81 0.77 0.83 0.68 0.67 

PA% Built-up 1 0.96 0.92 1 0.77 0.88 

Vegetation 0.59 0.68 0.97 0.75 0.64 0.6 

Tree 0.96 0.96 0.88 0.85 0.78 1 

Bare land 0.87 0.95 0.94 0.95 1 0.79 

UA% Built-up 0.92 0.92 0.88 0.84 0.68 0.84 

Vegetation 0.92 0.92 1 0.96 1 1 

Tree 0.88 0.88 0.84 0.88 0.72 0.4 

Bare land 0.52 0.72 0.6 0.8 0.64 0.76 

 
While SVM did not achievebest overall accuracy, it surpassed other algorithms in classifying urban 

regions accurately using Sentinel-2, which makes it useful for applications such as mapping urban fea-
tures, monitoring urban sprawl and building footprint extraction. Moreover, the highest accurate accu-
racy for detecting vegetation was the ISO Cluster unsupervised algorithm using Sentinel-2 with PA 
97% (Table 4). The ISO Cluster from ArcGIS Pro effectively organized pixels with similar characteristics 
based on the spectral properties to separate vegetation features precisely with 97% PA and 100% UA. 
The outcome suggests that ISO Cluster is the most suitable for monitoring agriculture, crop type iden-
tification, and crop health assessment using Sentinel-2 imagery based on the accuracy of the results 
(Table 4, 5). Regarding the tree classification, due to the ability to handle the complex relationship with 
the satellite data, both SVM and ML algorithms showed great performance with 96% in PA and 88% 
UA in classifying tree cover over the study area for Sentinel-2 data. This makes both of them suitable 
for application related to generating thematic maps, deforestation monitoring and classifying data with 
distinct spectral characteristics. The study showed that random tree, which had the highest overall ac-
curacy, is best among the other algorithms for classifying bare lands and with 95% PA and 80% UA, 
suggesting that it’s most suitable for change detection applications such as rapid deforestation urbani-
zation and drought monitoring using Sentinel-2 (Table 4 and 5).  

 

Table 5: Land use and land cover scheme categories for Landsat 8. 

Landsat 8 SVM ML ISO cluster RT KNN CART 

Kappa accuracy % 0.64 0.68 0.57 0.59 0.55 0.66 

PA% Built-up 0.92 0.91 0.82 0.83 0.71 0.59 

Vegetation 0.6 0.75 0.51 0.5 0.63 0.88 

Tree 1 0.77 1 1 0.89 0.77 

Bare land 0.65 0.67 0.77 0.79 0.56 0.82 

UA% Built-up 0.92 0.76 0.92 1 0.88 0.93 

Vegetation 0.84 0.96 0.88 0.84 0.88 0.88 

Tree 0.36 0.52 0.12 0.2 0.32 0.4 

Bare land 0.8 0.8 0.8 0.72 0.56 0.75 

4. Discussion 
After accuracy assessment for all algorithms, our research shows that choosing Sentinel-2 data (Ta-

ble 3.) is more suitable compared to Landsat 8 (Table 4.). The main reason for algorithms achieving 
higher accuracy is Sentinel-2 having higher spatial resolution, which offers 10 meter resolution for sev-
eral bands, compared to 30 meter resolution of Landsat 8 for most bands. Having higher spatial reso-
lution allows the satellite to capture more detail resulting to improved accuracy in classifying different 
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features in the image. Moreover, Sentinel-2 has more spectral bands, providing a wider range of infor-
mation about the surface features. These distinct bands are significant for differentiating small features 
and enhancing the performance of the classifiers. However, broader research and using different loca-
tions with different features, also utilizing different software and algorithms, is recommended to 
choose the best data and algorithms for classifying LULC maps. Moreover, despite the lower accuracy 
compared to Sentinel-2 for recent imagery, we can only depend on Landsat series for time series anal-
ysis due to its longer data archives,as shown in figure 3 and 4. 

The varying accuracies of different type of algorithmsused for the same image are due to their 
unique designs and operational mechanisms. Random tree builds multiple decision trees, having high 
performance in handling high-dimensional data and complex boundaries, resulting in high overall ac-
curacy. Conversely, SVM distinguishes closely related classes effectively, leading to higher accuracy in 
specific areas like urban regions. The higher spatial and spectral resolutions of Sentinel-2 satellite im-
agery also improve the performance of the used algorithm. Understanding these characteristics is sig-
nificant for selecting the optimal algorithm for mapping and creating accurate and reliable LULC [25 - 
27]. 

We applied SVM, ML, ISO cluster, RT, and KNN classifiers using ArcGIS Pro and CART classifier 
using GEE for classifying Landsat 8 and Sentinel-2 imagery. Both ArcGIS Pro and GEE have their ben-
efits and limitations. The study showed that some algorithms used in ArcGIS Pro have better perfor-
mance compared to CART algorithm in GEE. For easy and user friendly interface with efficient accu-
racy, choosing ArcGIS Pro is preferable. Conversely, GEE’s huge data library and cloud-based pro-
cessing is more suitable for users with coding experiences. 

The study showed that choosing the best algorithms should be based on the user’s specific objec-
tives. If the overall accuracy is the priority, RT is the most suitable one. However, for specific class or 
application, considering individual class accuracy and utilizing the best algorithms is essential, such as 
SVM for built-up areas and ML for bare land classification.  

5. Conclusions 
LULC mapping is essential for monitoring environmental changes. In this study, we used different 

datasets, platforms and classifiers to assess the performance of different classification algorithms in 
overall and class-based accuracy. ArcGIS Pro and GEE with Landsat 8 and Sentinel-2 datasets using 
SVM, ML, RT, CART, KNN and ISO cluster algorithms were utilized to classify the satellite imagery of 
the Ranya city area. The research identified RT algorithm in ArcGIS Pro as the best classifier with over-
all accuracy of 83% using Sentinel-2, also the ML algorithm is giving the best overall accuracy with 68% 
for Landast 8 imagery and second best for Sentinel 2 with 81%. Furthermore, regarding the accuracy of 
specific classes, the SVM algorithm successfully identified built-up areas with 92% UA and 100% PA, 
which was better than all other methods and ISO Cluster showed best accuracy for identifying vegeta-
tion areas with 97% PA and 100% UA. SVM and ML had minimum misclassification regarding classi-
fying trees with 96% PA and 88% UA accuracy, also the best algorithmthat could be used for deforesta-
tion and drought monitoring was the RT classifier as it accurately recognized the bare land areas from 
Sentinel-2 imagery with PA of 95% and UA of 80%. Our research recommends the use of Sentinel-2 for 
more accurate LULC mapping over the Landsat 8 based on the results of all algorithms in which they 
have better accuracy in Sentinel-2 using ArcGIS Pro. 
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