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Abstract: The rapid growth of computer-based technologies has trans-
formed many sectors, with artificial intelligence playing a key role in
automating tasks previously performed by humans. In this context, nat-
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ural language processing models such as chatbots, including Chat Gen-
erative Pre-Trained Transformer (ChatGPT), are increasingly being

used as analytical tools alongside traditional machine learning algo-
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rithms. However, despite these advancements, concerns remain regard-
ing the accuracy, processing time, and overall reliability of ChatGPT
compared to traditional coding-based machine learning algorithms.
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in terms of accuracy, and the variability of ChatGPT’s results across di-
verse data sources. To address these concerns, 15 algorithms were tested

against ChatGPT. Tests were done at four different time intervals using
healthcare and education datasets. ChatGPT showed competitive accu-
racy but had more variability and slower processing. As a result, this
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study highlights notable performance limitations for ChatGPT. For in-
stance, in the heart disease dataset, the Random Forest model achieved
an accuracy of 0.672 in 0.012 seconds, whereas the average performance
of ChatGPT was 0.608 with a processing time of 0.274 seconds. In com-

parison, the traditional Gradient Boosting Machine model attained an
accuracy of 0.623 in 0.124 seconds, while ChatGPT recorded an accuracy
of 0.589 in 1.019 seconds. Finally, this study draws specific conclusions
based on the results and offers recommendations for future research.

1. Introduction

The rapid progression of computer-based information technology has had a significant impact on
how many facets of human life are changing. The most recent technical innovation brought about by
the accelerated development of technology is artificial intelligence (AI) [1-3]. Al is a widely used tech-
nology in modern application development, as it allows computers to perform many tasks that humans
can do. This facilitates individuals in addressing their diverse needs more effectively [4, 5]. Chat Gen-
erative Pre-Trained Transformer (ChatGPT) is a natural language processing (NLP) technology and Al
language chatbot that is driven by GPT, which is a series of advanced language models created by
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OpenAl [6]. These models are designed to understand and produce text that closely resembles human
language. The core of GPT is built on the transformer architecture, which uses a technique called self-
attention to efficiently process and generate text sequences, allowing it to handle complex language
tasks with impressive accuracy [7], along with other cutting-edge technologies in the field of machine
learning (ML) [8, 9]. It has drawn a lot of attention, especially on social media, for its amazing capacity
to produce prose that appears human and the ability to have interactive discussions. NLP and ML ap-
proaches are combined in ChatGPT, a sophisticated language model, to create high-quality text that
closely resembles human writing in a variety of languages and circumstances [10, 11]. When ChatGPT
was released for Android on July 25, 2023, the OpenAl language model received a rating of 4.8 until
the beginning of 2024 [12].

ChatGPT is capable of understanding the context of conversations, producing logical writing that
mimics human speech, even though they are interacting with computers. However, the existence of
TalkGPT also raises concerns about how this software may eventually replace human work [13]. Alt-
hough the majority of reviews are positive, user reports indicate that ChatGPT gives incorrect re-
sponses, raising questions over the app's dependability [12]. Due to the increasing reliance on ChatGPT
and similar Al tools, there is ongoing research aimed at addressing the various limitations, particularly
related to processing time and response accuracy [14, 15]. However, the current literature lacks a clear
and comprehensive understanding of these issues, as existing studies predominantly address specific limi-
tations in isolation rather than offering an integrated evaluation [14]. More broadly, this work seeks to deepen
our understanding of how intelligent systems based on Al and machine learning models perform in
terms of accuracy and processing efficiency. A key gap in the existing research is the inconsistency in
ChatGPT’s responses and processing time when the same queries are repeated under identical account
conditions at different times [16]. This study initially focuses on analyzing this variability, with further
comparisons emphasizing its performance in the processing of large datasets and handling diverse fea-
ture sets.

This research is intended to address the following research questions (RQ):

RQ1: How accurate is ChatGPT for intelligent replying across different datasets, and how long
does it take?

RQ2: How do traditional machine learning algorithms, implemented and analyzed through Py-
thon code, compare with ChatGPT's algorithm in terms of accuracy and processing time when gener-
ating intelligent responses based on the same datasets include the implementation steps for these tra-
ditional algorithms?

RQ3: How do ChatGPT outcomes across different datasets compare to intelligent answering?

The following is a summary of this paper's primary contributions:

e  Conducted a comparative analysis of ChatGPT and established machine learning algorithms in
terms of accuracy and processing time across benchmark datasets.

e  Evaluated the consistency of ChatGPT’s responses and processing times when identical queries
were submitted at different time intervals.

e  Identified the conditions under which ChatGPT’s performance aligns with or deviates from that
of traditional machine learning models.

The rest of the paper is structured as follows: Section 2 reviews related works, highlighting
previous studies and the gaps this research aims to fill. In section 3, the materials and methods are
discussed in detail, as well as the experimental setup. Section 4 presents the results of the experiments,
looking at how the models performed based on various metrics. Section 5 delves into the interpretation
and the discussion of these results. Finally, section 6 wraps up the paper with a summary of the key
findings, in addition to suggestions for future research.

2. Related Works

Al and deep learning have significantly influenced diverse industries over the past decade, trans-
forming communication, productivity, and problem-solving processes [17, 18].
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Oghaz et al. [19] examined the detection and classification of ChatGPT-generated content using
deep transformer models. Their study demonstrated that transformer-based approaches could reliably
identify Al generated outputs, thereby supporting quality control and authenticity verification across
various domains. Following these developments, Zhao et al. [20] introduced ChatAgri, exploring the
potential of ChatGPT for cross-linguistic agricultural text classification. Their work highlighted the ef-
fectiveness of ChatGPT in domain-specific language tasks, particularly when adapted for multilingual
agricultural datasets. Similarly, Tri Julianto et al. [21] proposed alternative text preprocessing strategies
using ChatGPT, showing that Al-assisted preprocessing improved the efficiency and quality of subse-
quent NLP tasks.

Guo et al. [22] investigated the improvement path of the legal system concerning ChatGPT appli-
cations by integrating decision tree algorithms. Their results indicated that such an integration could
enhance the transparency and explainability of Al-assisted decision-making processes. Ray [23] con-
ducted a comprehensive review of ChatGPT, covering its background, applications, challenges, biases,
ethical concerns, limitations, and future research directions, and concluded that while ChatGPT pre-
sents vast opportunities, addressing bias and ethical issues remains critical.

In terms of application domains, Haleem et al. [24] explored ChatGPT’s competence in customer
and patient service management. Their findings suggested that ChatGPT could effectively support real-
time assistance and improve service quality. Koubaa et al. [25] conducted a broad survey of ChatGPT’s
capabilities and limitations, reporting that while the model excels in generating human-like responses,
it still faces challenges in contextual understanding and factual accuracy.

Within specialized evaluation contexts, Kung et al. [26] assessed ChatGP1’s performance on the
United States Medical Licensing Examination. Their results demonstrated that the model achieved
passing performance in several sections, suggesting its potential role in Al-assisted medical education.
Azaria et al. [27] emphasized ChatGPT’s value as a tool for experts, highlighting its strengths in aug-
menting expert decision-making while cautioning against overreliance due to its occasional inaccura-
cies.

Finally, Dwivedi et al. [28] provided multidisciplinary perspectives on the implications of genera-
tive conversational Al, addressing its opportunities, challenges, and potential impact on research, prac-
tice, and policy. They stressed that while ChatGPT enables unprecedented automation and creativity,
its limitations when it comes to contextual reasoning, bias mitigation, and robustness in varied input
formats require further research attention.

Collectively, prior studies indicate that while ChatGPT represents a significant milestone in gen-
erative Al, continuous improvement is needed to address its limitations regarding context awareness,
bias reduction, and adaptability to diverse applications [29].

To provide context and support the comparison, the relevant literature highlighting previous ap-
plications of machine learning algorithms to these datasets has been summarized in table 1.

Table 1: Overview of the previous works on dataset selection and evaluation in this study.

Ref  Year Description Dataset Name Algorithm Result

This study evaluates machine learn-

ing algorithms for predicting student KNN achieved higher accu-

mental health issues. comparing K Student Mental racy and but was very slow,

(30] 2022 ) , compariig Health, KNN,SVM  while SVM delivered slightly
Nearest Neighbors (KNN) and Sup-

Healthcare lower accuracy yet much

t Vector Machi VM for-
port Vector Machines (SVM) perfor: faster performance.

mance.
. . Decision X .
Thxé study compares various ML al- Diabetes Predic- Trees (DT), Achieved theohlighest. accu-
[31] 2023  gorithms for diabetes prediction, . racy of 96.26% in diabetes
L. . tion, Healthcare Random For- L.
achieving the highest accuracy. est (RF), SVM prediction.

This systematic review explores the
potential applications of ChatGPT in
[32] 2023 healthcare, focusing on the use of ML Healthcare Various ML
algorithms for healthcare data analy-
sis.

The study discusses the ver-
satility of ML algorithms in
healthcare applications using
ChatGPT.
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Table 1: Continue
This paper compares the perfor-
mance of Logistic Regression (LoR)
[33] 2023 and RF in the prediction of student Education LoR, RF
qualifications based on performance
metrics.

RF outperformed LoR in pre-
diction accuracy.

Explores the benefits and challenges
of using ChatGPT in education, com- . KNN, SVM,
. . Education

paring the performance of multiple RF, DT

ML algorithms.

Introduces the Multi-Role ChatGPT

Framework (MRCF) to enhance per-

[35] 2024 formance in medical data analysis, Healthcare
focusing on accuracy, error reduc-

SVM showed the best perfor-
mance in educational data
analysis using ChatGPT.

[34] 2023

MRCF improved accuracy,
Neural Net- reduced errors, and in-
works (NN) creased time. efficiency in

. . .. healthcare data analysis.
tion, and time efficiency. y

Presents a method for automated accurate healthcare data clas-
[36] 2024 healthcare data classification using Healthcare SVM, RF sification with the tested ML

ML algorithms. algorithms.

Uses educational data to analyze the Demonstrates the effective-
[37] 2024  performance of ML algorithms by Education NN ness of NN in educational

ChatGPT. data analysis.

This study compares ML algorithms
for heart disease detection, highlight-  Heart Disease De- ~ KNN, Naive  RF and PCA achieved 99.4%

38 2025 ing the accuracy of RF, KNN, and tection, Bayes (NB), accuracy in heart disease de-
[38] 8 y y y
Principal Component  Analysis Healthcare RF, PCA tection.
(PCA).
Evaluates algorithms to predict stu- Stacking ensemble outper-
39 2025 dent grades based on various metrics, Student Perfor- KNN, RF, formed individual models
(391 including a stacking ensemble that mance, Education LoR, for student performance pre-
outperforms individual models. diction.
Surveys the accuracy of various ML X
. . . . . Heart Disease XGBoost demonstrated the
algorithms in diagnosing heart dis- L. LoR, SVMV, .
[40] 2025 . Prediction, best performance in heart
ease, highlighting strengths and RF, XGBoost . .
Healthcare disease prediction.
weaknesses.
Applies PCA for dimensionality re- PCA, DT, XGBoost outperformed other
[41] 2025 duction, followed by a comparative Healthcare KNN, algorithms in healthcare data
study of various algorithms. XGBoost analysis dataset.
KNN achieved 76% accuracy,
[42] 2025 Evaluates KNN performance and Healthcare KNN, DT with performance improve-

compares with DT. . .
ments using gridsearch.

2.1. Machine Learning and Algorithms

Since simpler models are unable to achieve the same level of performance, the complexity of novel
ML models is a significant factor in the generation of results [43]. However, the opaqueness of popular
black-box algorithms has raised issues as the models have grown. The models' dependability, equity,
and accountability are some of the issues brought about by the lack of transparency [44]. ML algorithms
are a collection of guidelines or procedures that an Al system uses to carry out tasks, usually to predict
output values from a given set of input variables or to find new patterns and insights in the data. ML
can learn, thanks to algorithms [45].

The present analysis integrates a diverse set of machine learning algorithms, each offering distinct
advantages for tasks such as classification, regression, clustering, and dimensionality reduction. K
Nearest Neighbors (KNN) is a simple yet effective algorithm that predicts labels based on the closest
data points in the feature space [46]. Decision Tree (DT) build a tree-structured model by recursively
splitting the data based on selected features [47]. Random Forest (RF) enhances this by aggregating
multiple DTs, offering improved accuracy and robustness [48]. Support Vector Machines (SVM)
classifies data by finding an optimal hyperplane that separates classes with the maximum margin [49].
Naive Bayes (NB) [50] applies probabilistic reasoning based on Bayes’ theorem, assuming feature
independence, and is particularly effective in text classification tasks [51]. Logistic Regression (LoR) [52]
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models binary outcomes by estimating the probability of class membership using a logistic function
[53], while Linear Regression (LiR) [31] captures the linear relationships between variables for
continuous outcome prediction [54].

According to the specifications of this study, Principal Component Analysis (PCA) an
unsupervised dimensionality reduction technique, was employed to enhance computational efficiency
by reducing data complexity. To achieve meaningful results in terms of both accuracy and processing
time, PCA was combined with the RF classifier, which ensured robust classification and reliable
performance. PCA, as a statistical technique widely used in machine learning and data science,
identifies directions known as principal components that capture the maximum variance in the data,
and by projecting high-dimensional datasets onto a lower-dimensional space, it preserves most of the
variability while simplifying analysis. PCA methods [55] transform high-dimensional data into a lower-
dimensional space by identifying directions of maximum variance, whereas Linear Discriminant
Analysis (LDA) [56] focuses on maximizing class separability. Ensemble methods such as Gradient
Boosting Machines (GBM) [57] and AdaBoost (AB) [58] sequentially train weak learners to correct
previous errors, creating a stronger overall model [59]. Hierarchical Clustering (HC) [60] organizes
data into a nested hierarchy of clusters using agglomerative or divisive strategies, providing insights
into data structure and similarity.

Neural Network (NN) [61], including architectures such as Convolutional Neural Networks,
Recurrent Neural Networks, and transformers, mimic brain-like structures to model complex, non-
linear patterns across diverse tasks such as image and speech recognition. Ridge Regression (RR) [62]
extends LiR by introducing regularization to handle multicollinearity and prevent overfitting.
Multilayer Perceptrons (MLP) [63], a type of deep feedforward NN, utilize multiple hidden layers with
nonlinear activation functions to capture complex relationships in structured or unstructured data.

3. Materials and Methods

To clarify the methodology, the chart below provides a step-by-step illustration of the research
process. It begins with the dataset selection and experimental setup, proceeds through the ChatGPT
and Python-based analyses, and concludes with the statistical evaluation, comparison, and identifica-
tion of the optimal time and accuracy for processing. Seven steps were used as the research stages in
this study. These phases are illustrated as shown in figure 1.

Python \

Optimize
Datasets Analyzmg Comparis §Mccuracy and
Selection Algorlthm ool } (Real on Model Time

Code) Prosessing

b@

Figure 1: Six sequential processes as steps of methodology research.

3.1. Datasets

The method for assessing processing time and accuracy field consisted of open-source datasets
used to compare and assess the results at four distinct times. The research datasets were acquired from
Kaggle, a popular website that offers a range of datasets for application in machine learning and data
science. This study made use of four datasets, as shown in table 2.


http://doi.org/10.24017/science.2025.2.8

http://doi.org/10.24017/science.2025.2.8 98

Table 2: Overview of the selected datasets used in this study.

Dataset No. of No. of
No Ref Name URL
Type Col. Rows
Heart Disease https://www kaggle.com/datasets/redwankarim-
1 [64] Health 16 920 )
(HD) sony/heart-disease-data
Disease Sign and https://www .kaggle.com/datasets/uom190346a/dis-
2 [65] & Health 10 349 P 88 _ ,
Symptom (DSS) ease-symptoms-and-patient-profile-dataset
Student Perfor- Educa- https://www .kaggle.com/datasets/rabieelkha-
3 [66] ] 15 2392
mance (SP) tion roua/students-performance-dataset
4 [67] Student World Educa- 5 649 https://www kaggle.com/datasets/larsen0966/stu-
University (SWU) tion dent-performance-data-set

3.2. Experimental Setup

First, the data was downloaded from the Kaggle website. To achieve and demonstrate the research
objectives, four experiments were conducted utilizing ChatGPT. Four experiments were then per-
formed using traditional machine learning code implemented in Python, which is a high-level, inter-
preted programming language that is widely used for data analysis, machine learning, and automation.
Here it was employed to implement and evaluate the proposed approach [68]. This test illustrates the
comparison between the results generated by ChatGPT and those obtained through actual code execu-
tion. It also highlights how to determine the most effective time to use the ChatGPT analysis tool. The
findings demonstrate clear differences in both results and time complexity across the different testing
times, even within the same time zone. The TMLC means using traditional machine learning models
implemented in Python code, providing the baseline for comparison with the ChatGPT-generated out-
puts. Both experiments were applied for all 15 machine learning algorithms.

ChatGPT was used to enhance the ML algorithms at various points to attain the highest accuracy.
Below is the list of the common pure ML algorithms without K-fold and any modifications that were
analyzed for accuracy and time processing in this research. Accordingly, to evaluate the accuracy and
processing time (in seconds) of the different machine learning algorithms, specific parameters were
used for each model to ensure fair and effective testing, as illustrated in table 3.

Table 3: Machine learning algorithms used for testing and determining accuracy and time processing (Sec.).

No. Algorithms Parameters
1 K Nearest Neighbors n-neighbours: 5, weights: uniform, leaf_size:30, test:0.2, random state:40
2 Decision Trees criterion: gini, max_depth: none, min_samples_split: 2, min_samples_ leaf: 1.
3 Random Forest n-estimators: 100, random state:40 test: 0.2.
4 Support Vector Machine kernel: RBF, C: 1.0, gamma: scale, random state: 40.
5 Naive Bayes Var-smoothing: (1e-9)
6 Logistic Regression Random state: 40, test size:0.2
7 Linear Regression Fit-intercept: true, normalize: false, test size: 0.2, n_job: 1, random state: 40.
8 Multilayer Perceptron hidden-layer-sizes: (100, 50), max_iter: 1000, random state:40.
9 Ridge Regression alpha: 1.0, random state: 40.
10 Gradient Boosting Machines n-estimators: 100, max_depth: 3, subsample: 1.0, learning rate: 0.1.
11 AdaBoost n-estimators: 50, learning-rate: 1.0, random state:40.
12 Hierarchical Clustering linkage: ward, affinity: euclidean, compute_full_tree: auto.
13 Neural Networks hidden-layer-sizes: (100, 50), max_iter: 1000, random state:40.
14 Linear Discriminant Analysis solver:std, priors:none, test size:0.2, random state:40.
15 Principal Component Analysis n-components: 0.95, random state: 40
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According to the study methodology, the results were derived using the ChatGPT tool, with all
applications implemented through Python code. This investigation has outlined the necessary steps to
initiate the testing process within two comparative strategies. Each strategy has been thoroughly ex-
plained, accompanied by visual representations of the problem to enhance understanding and illustrate
the evaluation process.

In the first strategy, a single user account was created on the ChatGPT platform, followed by up-
loading the dataset intended for analysis regarding processing time and accuracy. Next, the operational
rules for ChatGPT were configured in accordance with the experimental requirements. If the dataset
was incompatible with the algorithm under examination and yielded no valid output, the result was
recorded as “no result.” Conversely, if the dataset was compatible, then accuracy and processing time
were calculated before proceeding to the final stage. The analysis for each algorithm was then repeated
four times at 12:00 a.m., 6:00 a.m., 12:00 p.m., and 6:00 p.m. Once the first algorithm had been analyzed,
the same procedure was applied to the remaining algorithms using the same dataset. Finally, all of the
aforementioned steps were repeated for the three additional datasets, each tested with the same 15
algorithms, as illustrated in figure 2.

":i’ ) F_ ) (s B 7:\1

Create single user \ ‘ Upload et analyzing rules without functions asn
account in ChatGPT ‘\ dataset training=80% and testing=20% “

e ) i
Start e ﬂ * J - - —

N

Split dataset based rules l

Select another dataset

4

( Enter the a|gor|thm KNN, then RF, m

ri\; thenl ...... ]

{ Repeat to (12:00 and 6: 00
{L AM. 12:00 and 6:00 PM).

L Flnlshed

(Analyzed)

Does not match (No result)

Does match (Analyzmg)

Getr ;m
O
N/

End

Figure 2: Steps for determining accuracy and time processing (Sec.) for the 15 algorithms using ChatGPT.

The second strategy was dedicated to demonstrating the evaluation of Jupyter, the Python pro-
gramming language and Libraries, which were the three main software and tools used to prepare the
offline environment in which to conduct the analysis. Jupyter Notebook is an open-source software that
allows users to create and share documents containing live code, equations, visualizations, and narra-
tive text. While Jupyter itself is a platform, it is primarily used with Python, and the term "Jupyter
Python library" often refers to the Python libraries commonly used within a Jupyter Notebook environ-
ment [69].

The analysis of the 15 algorithms of ML to determine the accuracy and time processing (sec.) of
each was done using Python on a local computer without access to the Internet. The applications were
run once because the results at different times do not change. The local computer was prepared for
analysis using the following steps: the first step was to install the Jupyter software and prepare the
required libraries. In the second step, a dataset was uploaded for the analysis of the accuracy and
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processing time (sec.). The third step involved handling missing values and preparing the dataset for
further analysis. In the fourth step, the rules were tested in practice. The fifth step was to proceed to the
final stage if the dataset matched the algorithm for analysis. However, if the dataset was incompatible
and resulted in failure, it was disregarded, and the output recorded as “No result”. In the sixth step,
each procedure was repeated four times at 12:00 AM, 6:00 AM, 12:00 PM, and 6:00 PM. Once the first
algorithm had been processed, the same procedure was repeated for the other algorithms using the
same dataset. Finally, the steps were repeated for three additional datasets, each tested with the same
15 algorithms, as illustrated in figure 3.

)
Installjupyterand Upload }
Prepare dataset
prepare I|braryJ dataset [\
\, 7
Start ;=)

L
—
Set analyzing rules with programming

functions
training=80% and testing=20%

]
=)

E Select another dataset

UJ

A

(L Split dataset according rules J

ﬂEnter the algorithm: KNN, then RF, then

=

Repeat to (12:00 and 6:00 |
| AM. 12:00 and 6:00 PM). |

T Finished
(Analyzed)

Does not match (No result)

Does match (Analyzmg)
E Get result a

o

End

Figure 3: Steps for finding accuracy and time processing (Sec.) of the 15 algorithms using Python programming.

Five comparisons were presented to show the best accuracy and time processing as follows:

1. Determining and selecting the best accuracy and time processing for the health (heart disease
with disease sign and symptom) dataset.

2. Determining and selecting the best accuracy and time processing for education (student per-
formance with student world university).

Comparison and evaluation of the health results with the Python programming test results.

4. Comparison and evaluation of the education results with the Python programming test re-
sults.

5. Comparison and evaluation between the health result and education for time processing.
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3.3. Statistical Analysis

The average of the provided available and unavailable values was determined for each component
of the accuracy and processing time results. To compare the accuracy and time processing outcomes
for the four distinct datasets, the maximum and minimum values were also determined. IBM SPSS
Statistics V.30 was used for the statistical analysis.

The best accuracy and time processing were found by calculating the mean average (AVG), maxi-
mum, and minimum. equation (1) tells us the accuracy and time processing, calculated by dividing the
total accuracy and time processing over 16 days. While the minimum average of time processing is the
best time processing, the maximum of accuracy is the highest accuracy according to equations (2, 3)

A=%Zai (1)

from each round for accuracy.

i=1
Maximum=Max (N, N , ... Nj,st) (2)
Minimum=Min (N;, N, , ... Njost) 3)

For descriptive statistics, standard deviation (STD) was employed as shown in equation (4). The
relationship between accuracy and time processing was investigated using univariate analysis, as
shown in equations (5, 6). When the P value was less than 0.05, it was considered statistically significant.

— 1N ) 2
STD = n—lZ(Xi_x) 4)
i=1
= BT
/i /SL (5)
P —value = P(T = |t]) (6)

In the context of equations (4, 5, 6), n represents the number of observations or values in a given
sample, while xi denotes each individual value within that sample. The term x refers to the sample
mean, which is the average of all xi values. When comparing two samples, s1 and s2 represent the var-
iances of the first and second samples, respectively, while n1 and n2 denote the corresponding sample
sizes. These components are used to compute the t-statistic, which measures the difference between the
two sample means relative to the variability in the data, and the resulting p-value indicates the statisti-
cal significance of that difference.

4. Results

Fifteen algorithms used to analyze the best accuracy and time processing were included in this
study. The results were classified according to the ChatGPT and Python programming results, specifi-
cally accuracy, time processing and value availability. The maximum value of accuracy was the best
accuracy, while the minimum value of time processing was the best time processing. The response
availability of each algorithm was a different percentage time.

4.1. ChatGPT Results
This section presents the results obtained from multiple testing sessions, highlighting comparative
performance across four different time periods using all selected datasets. The analysis emphasizes that
the ChatGPT tool played a significant role in generating outcomes during each session, revealing no-
ticeable variations in time complexity over different runs. As noted, ChatGPT functions not only as a
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chatbot for answering questions but also holds potential as a machine learning assistant, capable of
guiding users in model development and learning processes without directly providing code.

The results demonstrate how model performance varied over time. This framework tested several
models to determine the most effective configuration based on different time intervals. Some trials ex-
perienced error rates or incomplete results, which were attributed to ChatGPT’s processing limitations
during the model execution. Each dataset was tested four times, and comparisons were made within
the same dataset across different time runs. It is important to note that the datasets were not compared
against each other as the purpose of this analysis was to evaluate consistency and variation within the
individual datasets across selected timeframes.

4.1.1. Heart Disease Dataset

HD is one of the healthcare datasets used to confirm the performance of ChatGPT’s accuracy and
time limitation. The RF algorithm had the highest accuracy of 0.644, while the RR algorithm had the
best time processing of 0.003. The best accuracy for each of the algorithms (KNN, DT, RF and SVM)
was (0.591, 0.539, 0.644 and 0.605), and the best processing time for the same algorithm was (0.011,
0.005,0.231 and 0.42). More details about the HD accuracy and time processing were recorded, The STD
values indicate the consistency of each algorithm’s performance. Lower STD values reflect greater sta-
bility across the time intervals, while higher values suggest variability. For example, LDA demonstrates
high consistency, whereas HC shows significant fluctuations, as shown in table 4 and figure 4.

Table 4: Best results for accuracy and time processing (Sec.) for the HD dataset at different times according to the AVG, STD

and P-values.

Algo- 12:00 AM 6:00 AM 12:00 PM 6:00 PM
rithm Accuracy Time Accuracy Time Accuracy Time Accuracy Time P-Value
s AVG STD AVG STD AVG STD AVG STD

KNN 0565 0.039 0.011 0.548 0.052 0.075 0559 0.036 0.013 0591 0.087 0.041 0.0001*

DT 0511 0.045 0.006 0.464 0.028 0.005 0488 0.035 0.008 0539 0.104 0.006  0.0003*

RF 0592 0.033 0.287 0.598 0.023 0.231 0596 0.016 0299 0.644 0.086 0.281 0.0003*

SVM 0584 0.058 0.043 0.564 0.071 0.042 0569 0.050 0.044 0.605 0.090 0.046  0.0000*

NB 0552  0.034 0.004 0.512 0.100 0.003 0550 0.027 0.005 0.603 0.099 0.004  0.0000*

LoR 0597 0.019 0.145 0.606 0.014 0214 0592 0.019 0223 0.638 0.094 0307 0.0006*

LiR 0.487 0.056 0.010 0.468 0.064 0.005 0486 0.025 0.011 0561 0.164 0.008 0.0001*

MLP 0554 0.034 6.384 0.566 0.040 1490 0555 0.032 5349 0559 0.057 4.614 0.0560

RR 0.535 0.052 0.009 0.517 0.110 0.003 0553 0.063 0.008 0550 0.109 0.006  0.0000*

GBM 0581  0.051 1.053 0.593 0.018 1.020 0569 0.043 1.033 0.615 0.079 0.969  0.0005*

AB 0577  0.032 0.128 0.560 0.035 0118 0559 0.026 0127 0.600 0.086 0.134  0.0000*

HC 0205 0.116  0.027 N/A N/A! N/A 0160 0.127 0.067 0230 0.265 0.038  0.0000*

NN 0559  0.031 4414 0.562 0.028 2682 0559 0.030 1679 0561 0.055 1928  0.0417*

LDA 0580 0.018 0.007 0.590 0.016 0.005 0588 0.009 0.007 0.617 0.086 0.010  0.0000*

PCA 0563 0.050 0.046 0.596 0.016 0247 0575 0.029 0134 0571 0.072 0.185  0.0013*

* Statistically Significant


http://doi.org/10.24017/science.2025.2.8

http://doi.org/10.24017/science.2025.2.8 103

OKNN ODT ERF @ESVM ENB HLoR HLR EPCA
ELDA EGBMOAB HOHC ONN CORR BMLP

0.700 544 0.638
0.600 .561, 0.566

0.500
0.400

0.300

FREQUENCY

0.200

0.100

0.000

ALGORITHMS

A-  Accuracy

EKNN ©DT MRF ESVM ENB HLoR MLIR WPCA NLDA EGBM HAB WHC “NN " RR EMLP

4.614

=
w 2.000 1.679

0.969
1.000

0.500 0.231 0.003 0.046
0.011 4 hos 0042 | 0145 1 005 0.005 0.118 ¢ gz7 0.003
0000 [— —

ALGORITHMS

B- Time Processing

Figure 4: Best results for (A) accuracy and (B) time processing (Sec.) for the HD dataset at different times.

In the HD dataset analysis, the accuracy availability for algorithms (KNN, DT, RF, SVM, NB and
LoR) was 100% during the twenty-four hour test period. The HC algorithm had the worst availability
compared to other algorithms, and had a result of 50% at 12:00 PM. The largest non-availability was
recorded for the same algorithm, which was 100% at 6:00 AM, as shown in table 5. Unavailable data
indicates variations in response rates (Truth Rate) based on time zone during the analysis. Algorithm
availability refers to the ability to produce responses at specific times (6:00 and 12:00 AM, 6:00 and 12:00
PM), which helps determine response errors and error rates. For example, KNN maintained a 100%
response rate at all times, while HC responded 50% of the time at 12:00 PM and failed to respond en-
tirely at 6:00 PM.
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Table 4: Best available and no available values for the HD dataset at different times.
No. Algorithms : A.v.ailable No A‘faila.b.le (Error Rate)
Availability % Availability %

1 KNN 24 Hours 100 24 Hours 0

2 DT 24 Hours 100 24 Hours 0

3 RF 24 Hours 100 24 Hours 0

4 SVM 24 Hours 100 24 Hours 0

5 NB 24 Hours 100 24 Hours 0

6 LoR 24 Hours 100 24 Hours 0

7 LiR 6:00 PM 81.25 6:00 AM 81.25

8 MLP 6:00 AM 93.75 12:00 AM, 12:00 PM & 6:00 PM 12.5

9 RR 6:00 PM 91.25 6:00 AM 75
10 GBM 12:00 AM, 6:00 AM & 6:00 PM 100 12:00 PM 6.25
11 AB 12:00 AM, 12:00 PM & 6:00 PM 100 6:00 AM 6.25
12 HC 12:00 PM 50 6:00 AM 100
13 NN 6:00 AM & 6:00 PM 93.75 12:00 AM & 12:00 PM 6.25
14 LDA 12:00 AM & 6:00 PM 100 6:00 AM 25
15 PCA 12:00 PM 62.5 6:00 AM 75

4.1.2. Disease Sign and Symptom Dataset
One of the health care datasets used to verify ChatGPT's accuracy and time limit is the DSS, where
the RF algorithm had the highest accuracy of 0.757, while the NB and LDA algorithms had the best time
processing of 0.003. The best accuracy for each of the algorithms (KNN, DT, RF and SVM) was (0.560,
0.743, 0.757 and 0.588), and the best processing time for the same algorithm was (0.007, 0.004,0.161 and
0.010). More details about DSS accuracy and time processing were recorded. The STD values in this

table highlight the performance stability of each algorithm. Lower STD values suggest consistent out-

comes across different times, as seen in models like NB and LDA. In contrast, HC and RR exhibit higher

STD values, as shown in table 6 and figure 5.

Table 5: Best results for accuracy and time processing (Sec.) for the DSS dataset at different times according to the AVG, STD

and P-values.

Algo- 12:00 AM 6:00 AM : 12:00 PM : 6:00 PM : P-Value
rithms Accuracy Time Accuracy Time Accuracy Time Accuracy Time
AVG STD AVG STD AVG STD AVG STD
KNN 0549 0.040 0.008 0554 0.045 0.007 0547 0.040 0.009 0.560 0.048 0.008  0.0000*
DT 0725 0.072 0.006 0.741 0.007 0.004 0742 0.004 0.005 0.743 0.000 0.006  0.0000*
RF 0746 0044 0231 0754 0.008 0.161 0754 0.011 0201 0.757 0.000 0.193  0.0000*
SVM 0583 0.023 0.013 0587 0.021 0.019 058 0.019 0011 0.588 0.025 0.010  0.0000*
NB 0.528 0.002 0.004 0529 0000 0003 0529 0.000 0.004 0.529 0.000 0.004 0.0000*
LoR 0559 0.006 0.042 0557 0.000 0.025 0557 0.000 0.046 0.557 0.000 0.038  0.0000*
LiR 0.557 0.000 0.014 0557 0.000 0.006 0526 0.097 0.008 0.557 0.000 0.007  0.0000*
MLP 0.622 0052 6.716 0631 0.052 7587 0628 0.051 6453 0.634 0.055 6.515 0.0001*
RR 0518 0.142 0.021 0557 0.000 0.005 0526 0.097 0007 0.557 0.000 0.021  0.0000*
GBM 0705 0.037 0149 0.714 0000 0.079 0714 0.000 0.098 0.714 0.000 0.092  0.0000*
AB 0490 0016 0.112 0491 0.015 0.100 0486 0.000 0114 0486 0.000 0.116  0.0000*
HC 0394 0243 0.049 0407 0.111 0.016 0303 0251 0.045 0408 0.177 1352  0.9713
NN 0.624 0055 7134 0.630 0052 6757 0615 0.044 5512 0.636 0.057 7257  0.0006*
LDA 0559 0.006 0.006 0557 0.000 0.003 0557 0.000 0.005 0557 0.000 0.004 0.0000*
PCA 0546 0.021 0.015 0549 0.016 0.011 0562 0.017 0010 0.584 0.046 0.014  0.0000*

*Statistically Significant
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Figure 5: Best results for accuracy and time processing (Sec.) for the DSS dataset at different times.

There are both available and unavailable values in the DSS dataset, and these depend on the pro-
cessing time and accuracy analysis time. Specifically, 11 algorithms have a 100% availability rate, with
only four algorithms having unavailable values, as shown in table 7.

Table 6: Best available and no available values in the DSS dataset at different times.

Algo- Available No Available (Error Rate)

No- rithm Availability % Availability %
1 KNN 24 Hours 100 24 Hours 0
2 DT 24 Hours 100 24 Hours 0
3 RF 24 Hours 100 24 Hours 0
4 SVM 24 Hours 100 24 Hours 0
5 NB 24 Hours 100 24 Hours 0
6 LoR 24 Hours 100 24 Hours 0
7 LiR 12:00 PM 62.5 6:00 PM 68.75
8 MLP 24 Hours 100 24 Hours 0
9 RR 12:00 AM 81.25 6:00 AM 56.25
10 GBM 24 Hours 100 24 Hours 0
11 AB 24 Hours 100 24 Hours 0
12 HC 6:PM 31.25 6:00 PM 87.5
13 NN 12:00 AM, 6:00 AM & 12:00 PM 100 6:00 PM 6.25
14 LDA 6:00 AM & 6:00 PM 100 12:00 AM & 12:00 PM 6.25
15 PCA 6:00 PM 43.75 12:00 AM 75

4.1.3. Student Performance Dataset

One of the educational datasets used to verify ChatGPT's accuracy and time restriction was the SP
dataset. The RF and GBM algorithms had the highest accuracy at 0.777, while the NB algorithm had the
highest time processing value of 0.004. The best accuracy for each of the algorithms (KNN, DT, RF and
SVM) was (0.594, 0.680, 0.777 and 0.739) but the best processing time for the same algorithm was (0.034,
0.011,0.454 and 0.203). More details about the SP’s accuracy and time processing were recorded, Algo-
rithms such as LDA and NB demonstrate low STD values, indicating consistent results across different
time intervals. In contrast, models like RR and HC exhibit high variability, as shown in table 8 and
figure 6.
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Table 7: Best result of accuracy and time processing (Sec.) of SP dataset at different time according to the AVG, STD and P-

value.
12:00 AM 6:00 AM 12:00 PM 6:00 PM P
Algo- Value
rithms Accuracy Time Accuracy Time Accuracy Time Accuracy Time
AVG STD AVG STD AVG STD AVG STD
KNN 0.593 0.047 0.036 0.594 0.048 0.034 0588 0.045 0.041 0575 0.029 0.041 0.0000*
DT 0.680 0112 0.013 0.639 0.078 0.011 0.653 0.084 0.013 0.649 0.085 0.012 0.0000*
RF 0777 0.082 0512 0744 0.047 0454 0755 0.062 0589 0753 0.063  0.531 0.0031*
SVM 0739 0.043 0235 0727 0.026 0.203 0725 0.032 0252 0724 0032 0258  0.0000*
NB 0713 0.056 0.004 0.688 0.031 0.004  0.697 0.043 0.005 069 0.044  0.005  0.0000*
LoR 0.758 0.041 1.116 0.741 0.021 0.138 0.747 0.031 0153 0.746  0.033 0.031 0.2187
LiR 0343 0295 0.012 0.399 0.433 0.006 0.640 0368 0.017 0498 0478 0.155 0.0084*
MLP 0733 0.051 7.601 0.681 0.264 11.241 0.737 0.040 9556 0.736 0.053 15.894  0.0099*
RR 0463 0.263 0.029 0.040 0.000 0.005 0700 0.128 0.021 0.677 0.121 0.016 0.0567
GBM 0777 0.087 2138 0744 0.052 1.933 0756 0.068 2186 0753 0.066  2.151 0.0001*
AB 0717 0107 0244  0.656 0.002 0.249 0701  0.097 0251 0716 0107 0.263  0.0000*
HC 0.072 0.069 0121  0.150 0.106 0.022 0.076 0.066 0.085 0.050 0.063  0.049 0.6691
NN 0742 0.043 7273 0.720 0.018 9.841 0733 0.034 7077 0738 0.049 8982  0.0015*
LDA 0.757  0.024 0.022 0.775 0.076 0.013 0750 0.018 0.025 0.748 0.021 0.035 0.0000*
PCA 0372 0115 0.179 0.628 0.444 0.010 0498 0.157 0.078 0461 0241 0.048  0.0179*
* Statistically Significant
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Figure 6: Best results for accuracy and time processing (Sec.) of the SP dataset at different times.
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In the SP dataset analysis, the accuracy availability for the algorithms (KNN, DT, RF, SVM and
NB) was 100% during the twenty-four-hour test period, but the PCA and HC algorithms had the worst
availability compared to other algorithms, at 37.5% at 6:00 AM. The largest no-availability was recorded
for the PCA and HC algorithms of 93.75% at 12:00 PM and 6:00 PM, as shown in table 9.

Table 8: Best available and no available values for the SP dataset at different times.

Algo- Available No Available (Error Rate)

rithms Availability % Availability %
1 KNN 24 Hours 100 / 0
2 DT 24 Hours 100 / 0
3 RF 24 Hours 100 / 0
4 SVM 24 Hours 100 / 0
5 NB 24 Hours 100 / 0
6 LoR 12:00 AM, 6:00 AM, 12:00 PM 100 6:00 PM 6.25
7 LiR 6:00 AM 56.25 12:00 PM & 6:00 PM 68.75
8 MLP 12:00 AM, 6:00 AM, 12:00 PM 100 6:00 PM 6.25
9 RR 12:00 AM & 6:00 PM 50 12:00 PM 62.5
10 GBM 12:00 AM, 6:00 AM, 6:00 PM 100 12:00 PM 6.25
11 AB 24 Hours 100 / 0
12 HC 12:00 PM & 6:00 PM 37.5 6:00 AM 93.75
13 NN 12:00 AM, 6:00 AM &6:00 PM 100 12:00 PM 6.25
14 LDA 6:00 AM 100 12:00 AM, 12:00 PM, 6:00 PM 6.25
15 PCA 12:00 PM, 6:00 PM 37.5 6:00 AM 93.75

4.1.4. Student World University
The SWU dataset is one of the educational datasets that was used to verify ChatGPT's accuracy

and time limit performance. The LiR algorithm had the highest accuracy of 0.862 but the NB algorithm
had the best time processing at 0.005. The best accuracy for each of the algorithms (KNN, DT, RF and
SVM) was (0.270, 0.418, 0.478 and 0.303), but the best processing time for the same algorithms was
(0.170, 0.009,0.287 and 0.040). More details about the SWU accuracy and time processing were recorded,
as shown in table 10 and figure 7.

Table 9: Best result of accuracy and time processing (Sec.) of SWU dataset at different time according to the AVG, STD and P-

value.
12:00 AM 6:00 AM 12:00 PM 6:00 PM P-Value
Accuracy Time Accuracy Time Accuracy Time Accuracy Time
AVG STD AVG STD AVG  STD AVG STD
KNN  0.253 0.116 0253 0270  0.087 0.170 0231  0.081 0.313 0.243  0.083 0.279 0.9153
DT 0.418 0.058 0.009 0401  0.011 0.017 0407  0.016 0.012 0.410  0.008 0.023 0.0000*
RF 0.478 0.069 029 0466  0.018 0.330 0463 0.018 0.287 0.468  0.008 0.287 0.0005*
SVM  0.294 0.123 0.069 0303  0.060 0.040 0.261  0.054 0.052 0.267  0.057 0.050 0.0003*
NB 0.150 0.143 0.006  0.135  0.020 0.005 0.117  0.023 0.006 0.117  0.023 0.007 0.0005*
LoR  0.354 0.103 1974 0343  0.026 0.676 0.329  0.011 1.165 0328  0.011 0.294 0.1502
LiR 0.575 0.334 0.010 0.862  0.000 0.007 0.559  0.207 0.014 0.680  0.226 0.013 0.0026*
MLP  0.301 0.119 24122 0335 0136 25138 0333 0164 16340 0321 0.126  20.002 0.0018*
RR 0.629 0.305 0.008 0.641  0.312 0.008 0.653  0.229 0.018 0.646  0.281 0.006 0.0000%
GBM  0.507 0.060 3289 0493  0.003 3.003 0494  0.003 3.562 0.492  0.000 3.316 0.0001*
AB 0.293 0.097 0150 0269  0.000 0.181 0.269  0.000 0.150 0.269  0.000 0.136 0.0021*
HC 0.025 0.007 0.020  0.100  0.000 0.015 0.052  0.035 0.056 0.083  0.024 0.026 0.1908
NN 0.283 0.037  28.687 0318 0.029 24905 0309 0115 26317 0290 0.035 21.998 0.0003*
LDA 0415 0.088 0.033 0387 0.011 0.083 0.391  0.004 0.034 0.392  0.000 0.024 0.0002*
PCA 0321 0.110 0.219 0390  0.040 0.340 0.288  0.114 0.195 0.162  0.000 0.010 0.0179*

* Statistically Significant


http://doi.org/10.24017/science.2025.2.8

http://doi.org/10.24017/science.2025.2.8 108

1.000
0.900
0.800
0.700
0.600
0.500
0.400
0.300
0.200
0.100
0.000

FREQUENCY

A & B (9]
*5\6 S & & & \,\Q’QC?‘\QV‘&@ AR N Qg"@\?

ALGORITHMS

A-  Accuracy

25.000

20.000

15.000

FREQUENCY

10.000

5.000

|/

0.000 .
& A & el Q= T I N |
SR %¢@¢.o“‘oqc?.o?:<b\“v TS S

ALGORITHMS

B- Time Processing

Figure 7: Best results for accuracy and time processing (Sec.) in the SWU dataset at different times.

In the SWU dataset analysis, the accuracy availability for algorithms KNN, DT, RF, SVM, NB and
LoR was 100% during the 24-hour test period, while the HC algorithm had the worst availability com-
pared to other algorithms, at 31.25% at 12:00 PM. The largest no-availability was recorded for the same
algorithm, which was 93.75% at 6:00 AM, as shown in table 11.

Table 10: Best available and no available values in the SWU dataset at different times.

No. Algo- Available No Available (Error Rate)
rithms Availability % Availability %
1 KNN 24 Hours 100 24 Hours 0
2 DT 24 Hours 100 24 Hours 0
3 RF 24 Hours 100 24 Hours 0
4 SVM 24 Hours 100 24 Hours 0
5 NB 24 Hours 100 24 Hours 0
6 LoR 24 Hours 100 24 Hours 0
7 LiR 12:00 PM & 6:00 PM 43.75 6:00 AM 68.75
8 MLP 24 Hours 100 24 Hours 0
9 RR 6:00 PM 43.75 6:00 AM 81.25
10 GBM 24 Hours 100 24 Hours 0
11 AB 12:00 AM, 6:00 AM, 6:00PM 100 12:00 PM 6.25
12 HC 12:00 PM 31.25 6:00 AM 93.75
13 NN 6:00 AM 100 12:00 AM, 12:00 PM & 6:00 PM 6.25
14 LDA 12:00 AM & 6:00PM 100 6:00 AM 87.5
15 PCA 12:00 PM 50 6:00 PM 87.5
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Python Programming Results

During the evaluation of the four datasets within the proposed framework, the goal was to identify
the most optimal testing time and determine the most efficient time complexity using ChatGPT tools.
The final comparison focused on both accuracy and time complexity, aiming to highlight which dataset
and model combination performed best. This also demonstrates the potential of using ChatGPT as a
reliable tool during model testing and evaluation.

Although the Python programming results were used in the experiments, the models varied in
structure and modality. Each dataset was tested accordingly, and the results will be discussed in detail
in the following section.

4.2.1. Healthcare Dataset Results

The HD and DSS are two datasets in healthcare that were analyzed in Python scripting to verify
accuracy and time limit performance. In the HD dataset, the RF algorithm had the highest accuracy at
0.672, but the NB algorithm had the best processing time, at 0.001. In the DSS dataset, the same algo-
rithms had the highest accuracy of 0.757 and the best processing time, 0.005. More details about the HD
and DSS accuracy and time processing were recorded, as shown in table 12 and figure 8.

Table 11: Accuracy and time processing (Sec.) for the HD and DSS datasets.

No. Algorithms HD Dataset DSS Dataset
Accuracy Time Processing Accuracy Time Processing
1 KNN 0.574 0.014 0.557 0.014
2 DT 0.541 0.012 0.743 0.013
3 RF 0.672 0.012 0.757 0.129
4 SVM 0.623 0.014 0.614 0.014
5 NB 0.492 0.001 0.629 0.005
6 LoR 0.656 0.055 0.629 0.057
7 LiR 0.413 0.021 0.558 0.021
8 MLP 0.541 0.958 0.586 0.696
9 RR 0.554 0.007 0.609 0.138
10 GBM 0.623 0.124 0.657 0.114
11 AB 0.492 0.854 0.571 0.096
12 HC 0.232 0.070 0.401 0.078
13 NN 0.541 0.837 0.686 0.813
14 LDA 0.623 0.019 0.586 0.018
15 PCA 0.573 0.005 0.600 0.006
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Figure 8: Accuracy and time processing (Sec.) for the HD dataset and DSS dataset in Python.

4.2.2, Educational Datasets Results

A pair of educational datasets, SP and SWU, were used to verify the Python results” accuracy and
time limit. In the SP dataset, the RF algorithm had the highest accuracy at 0.759 but the NB algorithm
had the best time processing of 0.003. Also, in the DSS dataset, the LiR algorithm had the highest accu-
racy of 0.680 but PCA had the best time processing at 0.003. More details about SP and SWU accuracy
and time processing were recorded, as shown in table 13 and figure 9.


http://doi.org/10.24017/science.2025.2.8

http://doi.org/10.24017/science.2025.2.8

Table 12: Accuracy and time processing (Sec.) for SP and SWU dataset.

SP Dataset SWU Dataset
No. Algorithms
Accuracy Time Processing Accuracy Time Processing
1 KNN 0.589 0.029 0.180 0.187
2 DT 0.641 0.012 0.420 0.005
3 RF 0.759 0.263 0.460 0.164
4 SVM 0.721 0.225 0.220 0.037
5 NB 0.694 0.003 0.100 0.004
6 LoR 0.729 0.441 0.320 0.020
7 LiR 0.497 0.009 0.680 0.033
8 MLP 0.734 0.224 0.280 0.674
9 RR 0.657 0.008 0.640 0.006
10 GBM 0.737 1.967 0.490 2.424
11 AB 0.520 0.177 0.270 0.117
12 HC 0.408 0.080 0.090 0.011
13 NN 0.734 0.231 0.280 0.731
14 LDA 0.743 0.008 0.390 0.004
15 PCA 0.442 0.006 0.110 0.003
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Figure 9: (A) Accuracy and (B) time processing (Sec.) for the SP dataset and SWU dataset in Python.
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5. Discussion

This study provides a comparative analysis of a ChatGPT-assisted simulation and traditional Py-
thon-based machine learning execution. Unlike prior research that focuses mainly on maximizing ac-
curacy, this work highlights differences in outcomes and computational efficiency between the two
approaches, showing ChatGPT’s potential as a supportive tool while noting its current limitations in
reliability.

The evaluation covered a broad set of algorithms, including clustering (KNN, HC, NN), tree-based
(DT, RF, GBM, AB), statistical classifiers (SVM, LoR, NB, RR, LDA), regression and dimensionality re-
duction (LiR, PCA), and MLP for nonlinear patterns. By contrasting ChatGPT outputs with Python-
derived results across these methods, the study demonstrates both the utility and constraints of inte-
grating generative Al in machine learning workflows, consistent with recent findings on the role of Al
tools in data analysis [70].

5.1. Heart Disease Dataset

In the ChatGPT tool analysis, the accuracy of the NB, LiR, PCA, AB, NN and MLP algorithms were
better, while the time processing of DT, LiR, LDA and AB algorithms were better. In the Python results,
the accuracy of the KNN, DT, RF, SVM, LoR, LDA, GBM and RR algorithms were better, while the time
processing of the KNN, RF, SVM, NB, LoR, PCA, GBM, NN, RR and MLP algorithms were better. The
HC algorithm could not be compared due to the lack of available values in the ChatGPT analysis, as
shown in table 14.

Table 13: Selecting best result of accuracy and time processing (Sec.) according experimental types.

No. Algorithm ChatGPT Result Real Code Result
Accuracy AVG Time Processing AVG Accuracy Time Processing
1 KNN 0.566 0.035 0.574 0.014
2 DT 0.501 0.006 0.541 0.012
3 RF 0.608 0.274 0.672 0.012
4 SVM 0.581 0.044 0.623 0.014
5 NB 0.554 0.004 0.492 0.001
6 LoR 0.608 0.223 0.656 0.055
7 LiR 0.500 0.008 0.413 0.021
8 MLP 0.559 7.814 0.541 0.958
9 RR 0.538 0.007 0.554 0.007
10 GBM 0.589 1.019 0.623 0.124
11 AB 0.574 0.127 0.492 0.854
12 HC N/A N/A 0.232 0.070
13 NN 0.560 2.676 0.541 0.837
14 LDA 0.594 0.007 0.623 0.019
15 PCA 0.576 0.153 0.573 0.005

5.2. Disease Sign and Symptom Dataset

M and MLP algorithms were better, while the time processing of the KNN, DT, SVM, NB, LoR,
LiR, LDA, GBM and RR algorithms were better. For the Python application results, the accuracy of all
algorithms was better except for GBM and MLP, while the time processing of the RF, PCA, AB, HC and
NN algorithms were better, as shown in table 15.
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Table 14: Selecting best result of accuracy and time processing (Sec.) according experimental types.

No. Algorithm ChatGPT Result Python Code Result
Accuracy AVG Time Processing AVG Accuracy Time Processing
1 KNN 0.552 0.008 0.557 0.014
2 DT 0.738 0.005 0.743 0.013
3 RF 0.753 0.196 0.757 0.129
4 SVM 0.584 0.013 0.614 0.014
5 NB 0.528 0.004 0.629 0.005
6 LoR 0.558 0.038 0.629 0.057
7 LiR 0.549 0.008 0.558 0.021
8 MLP 0.629 6.818 0.586 0.696
9 RR 0.540 0.014 0.609 0.138
10 GBM 0.712 0.105 0.657 0.114
11 AB 0.488 0.110 0.571 0.096
12 HC 0.378 0.366 0.401 0.078
13 NN 0.626 6.665 0.686 0.813
14 LDA 0.558 0.004 0.586 0.018
15 PCA 0.560 0.012 0.600 0.006

5.3. Student Performance Dataset

The accuracy of the DT algorithm was higher, at 0.655, with a processing time of 0.012 in ChatGPT.
In comparison, the KNN algorithm demonstrated an accuracy of 0.589, with a processing time of 0.029
in the Python application. Further details regarding the accuracy and processing time of the SP are
provided in table 16.

Table 15: Selecting best result of accuracy and time processing (Sec.) according experimental types.

No. Algorithm ChatGPT Result Python Code Result
Accuracy AVG Time Processing AVG Accuracy Time Processing
1 KNN 0.588 0.038 0.589 0.029
2 DT 0.655 0.012 0.641 0.012
3 RF 0.757 0.522 0.759 0.263
4 SVM 0.729 0.237 0.721 0.225
5 NB 0.698 0.004 0.694 0.003
6 LoR 0.748 0.360 0.729 0.441
7 LiR 0.470 0.047 0.497 0.009
8 MLP 0.722 11.073 0.734 0.224
9 RR 0.470 0.018 0.657 0.008
10 GBM 0.758 2.102 0.737 1.967
11 AB 0.698 0.252 0.520 0.177
12 HC 0.087 0.069 0.408 0.080
13 NN 0.733 8.293 0.734 0.231
14 LDA 0.758 0.024 0.743 0.008
15 PCA 0.490 0.079 0.442 0.006

5.4. Student World University Dataset

The accuracy of the KNN algorithm was higher, with a value of 0.249 in ChatGPT, whereas the
processing time for KNN was more efficient, recorded at 0.187 in the Python application result. In con-
trast, the DT algorithm demonstrated a higher accuracy of 0.420, with a significantly lower processing
time of 0.005 in the Python application (Table 17).
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Table 16: Selecting best result of accuracy and time processing (Sec.) according experimental types.

No. Algorithm ChatGPT Result Python Code Result
Accuracy AVG Time Processing AVG Accuracy Time Processing
1 KNN 0.249 0.254 0.180 0.187
2 DT 0.409 0.015 0.420 0.005
3 RF 0.469 0.300 0.460 0.164
4 SVM 0.281 0.053 0.220 0.037
5 NB 0.130 0.006 0.100 0.004
6 Lor 0.339 1.027 0.320 0.020
7 Lir 0.669 0.011 0.680 0.033
8 MLP 0.323 21.400 0.280 0.674
9 RR 0.642 0.010 0.640 0.006
10 GBM 0.497 3.292 0.490 2.424
11 AB 0.275 0.154 0.270 0.117
12 HC 0.065 0.029 0.090 0.011
13 NN 0.300 25.477 0.280 0.731
14 LDA 0.396 0.043 0.390 0.004
15 PCA 0.290 0.191 0.110 0.003

Recent studies have demonstrated that ensemble learning methods, particularly RF and GBM,
consistently achieve strong predictive performance in healthcare and educational analytics. For in-
stance, Fu [71] compared LR and RF for house price prediction and reported that RF significantly out-
performed LR in accuracy, underscoring the superiority of ensemble approaches over linear baselines.
Similarly, Li [72] examined RF and XGBoost (XGB) and found that XGB achieved a lower mean absolute
error (MAE) than RF, although at the expense of higher computational cost. In the health domain,
Adetunii et al. [73] applied RF to heart disease prediction and showed that the method effectively han-
dled heterogeneous clinical data, achieving accuracies above 0.90 when cross-validation was employed
in the educational field. More recently, Suaza-Medina et al. [74] developed a machine learning frame-
work supported by Shapley additive explanations for predicting standardized test outcomes in lagging
regions, reporting accuracies above 0.85 while emphasizing model interpretability.

In comparison, the present study evaluated 15 algorithms across health and educational datasets
using two distinct pipelines: a Python code-based implementation and a ChatGPT-assisted modeling
approach. While previous researches [71-74] primarily emphasized maximizing predictive accuracy
through optimized ensemble and hybrid methods, our findings provide a broader perspective by
jointly considering predictive accuracy and computational efficiency. For example, in the health-related
datasets, RF achieved 0.672 accuracy on the HD dataset and 0.757 on the DSS dataset, whereas NB
offered the fastest inference time (=0.001-0.005 seconds). In educational datasets, RF reached 0.759 ac-
curacy on SP, while regression methods yielded higher performance on SWU, with LiR achieving up
to 0.862. These results align with the prior evidence indicating that ensemble methods are generally
strong performers [71-74], yet the unique contribution of this work lies in demonstrating the trade-offs
between model accuracy, execution time, and evaluation protocols under different computational set-
tings. By integrating both conventional code-driven and Al-assisted pipelines, this study advances the
discussion beyond accuracy benchmarks alone and highlights practical considerations for deploying
machine learning models in real-world health and education applications.

This work faces several important limitations. The evaluation of response speed and scalability
across larger datasets is still insufficient, as current experiments do not fully capture real-world de-
mands when comparing Al-based data processing tools with ChatGPT.

Another limitation of this study is the inability to directly differentiate and compare our results
with other works that used ChatGPT-40 on similar datasets and models. A fair comparison is
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challenging because the same datasets are often evaluated under different conditions, using various Al
chatbots or alternative Al tools. In particular, performance metrics such as accuracy may vary depend-
ing on temporal factors (e.g., different testing periods) or contextual factors (e.g., geographic or system-
specific settings). These variations make it difficult to find a consistent baseline for evaluation, thereby
limiting the strength of the comparative analysis.

In addition, ChatGPT shows vulnerability in authentication during dataset generation; this issue
could be better understood and managed within a multilevel security identification framework. These
challenges highlight the need for future research to strengthen ChatGPT’s reliability and adaptability,
while also guiding users to remain cautious about its current constraints.

6. Conclusions

This study investigates the error rate and performance variability of ChatGPT’s responses across
different time zones. It identifies specific periods when certain ML algorithms fail to produce results to
determine the most effective time for executing each algorithm through repeated trials. This study em-
phasizes the need for the accurate evaluation of ChatGPT-generated results by comparing them with
traditional performance metrics. It outlines the main objectives and introduces an Al framework for
identifying optimal analysis times, ultimately helping Al tool users achieve more accurate and reliable
results.

In conclusion, the findings revealed that the proposed time-complexity approach successfully bal-
anced accuracy and processing time. Extensive experiments confirmed its effectiveness in identifying
the optimal trade-off between these factors when comparing Python-based implementations with
ChatGPT analysis across 15 classifiers, including KNN, DT, RF, SVM, and NB. This study contributes
to improving service efficiency and time management in ChatGPT applications. Additionally, some ML
algorithms occasionally encounter issues and fail to provide results in ChatGPT, such as PC and HC.
Thus, this analysis showed that Al tools like chatbots can have unavailable responses at certain times
during analysis. It also revealed issues such as generating incorrect information and repeating outputs,
highlighting the need for better timing and reliability in their performance.

Future research will aim to enhance response times and assess performance on larger datasets,
focusing on a comparison between Al-driven data processing tools and ChatGPT. Efforts will be di-
rected towards applying parameter tuning to enhance classification algorithms for new, complex da-
tasets in the healthcare and education sectors. This will allow for a more thorough evaluation of the
limitations inherent in ChatGPT, particularly in relation to detecting classification errors. Furthermore,
ChatGPT has exhibited authentication challenges during dataset generation, which could be analyzed
within a multi-level security framework. To address these issues, multi-objective metaheuristic algo-
rithms will be utilized to improve both performance and accuracy, ultimately advancing the capabili-
ties of ChatGPT. Consequently, future studies must prioritize identifying the limitations of these Al
tools and addressing key areas for improvement.
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